Sequential Monte Carlo without likelihoods

November 23, 2020



ABC setup



ABC setup

» Prior m(0)



ABC setup

» Prior m(0)
» Likelihood 7(y|6) =7



ABC setup

» Prior 7(0)
» Likelihood 7(y|0) = ?
» Observed data yops



ABC setup

» Prior m(0)

» Likelihood 7(y|6) =7

» Observed data yops

» We can't find the posterior 7(6|yobs) o< m(0)7(yobs|@) = ?



ABC setup

» Prior m(0)

» Likelihood 7(y|6) =7

» Observed data yops

» We can't find the posterior 7(6|yobs) o< m(0)7(yobs|@) = ?
>

Instead find the approximate posterior
me(Olyons) o< m(0) [ m(y10)Ke(p(S(¥), S(¥obs)))dy



ABC setup

» Prior m(0)

» Likelihood 7(y|6) =7
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» We can't find the posterior 7(6|yobs) o< m(0)7(yobs|@) = ?
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ABC Rejection sampling

> We want to sample from

£(0,y) = 7e(0, y|yobs) o< m(0)m(y|0)Ke(p(S(¥), S(Yobs)))
» We can sample from

g(0,y) o< g(0)m(yl0)

Sampling:
Fori=1,... N:
1. Generate 8! ~ g(0) from sampling density g.
2. Generate y(") ~ p(y|0")) from the model.
3. Compute summary statistic s = S(y(").
. (i (i
4. Accept 0@ with probability Kalls® =sonelDx@)  yhore N >

Mg(609)
K;,(0) maxy %.
Else go to 1.

Qutput:
A set of parameter vectors o0 )~ Tapc (0]5obe)-
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ABC MCMC

» We want to sample from
f(Q,y) = ﬂe((g?y,}/obs) (08 7r(9)7r(y’9)K€(p(S(y), S(YObs)))
» When the proposal distribution is
q((¢",y")I(0,y)) o< q(¢'|0)m(y'|0")
the likelihoods cancel in the MH ratio.
Sampling:
Fori=1,... N:

1. Generate candidate vector 6 ~ g(*~1), #) from the proposal density g.

2. Generate y' ~ p(y|0’) from the model and compute summary statistics
s =S().
3. With probability:0

) Kn(lls" = sobs ) (#)g (8", 0 1))
min q 1, — - : -
K (|84 — sops | Jr (00 D) g (801, ¢)

set (000, s()) = (@, s"). Otherwise set (01, (1)) = (9li—1) sli=1)),
Qutput:

A set of correlated parameter vectors 81, ... (V) from a Markov chain

with stationary distribution 7 (8]saps)-
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Toy example

» Prior m(0) ~ U[-10,10]
> Likelihood m(y|0) = 2N (y;0,1) + SN (v 0, 155)
» Observed data yops =0

» Posterior
m(61yoe) o€ 1-10101(0) x (3A(6:0.1) + 3 (6:0. 55))
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Toy example

» Prior w(0) ~ U[-10, 10]
> Likelihood m(y|0) = 2N (y;0,1) + SN (v 0, 155)
» Observed data yops = 0
» Posterior
7(6]Yobs) ¢ 1[-1010)(8) % (3N(6;0,1) + 3N (6;0, 155))
» Instead find the approximate posterior
7e(Blyoss) 5 7(8) [ T(VIO)L(ly — yobs| < ))dy

We(ea)/‘)/obs) X 7['(9)71'()/‘9)1(’)/ - )/obs| < 6)
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Rejection Control

» Problem - regular importance sampling setup gives low weights

» Solution - remove samples with small weights

» Setup: target distribution is f(6) and proposal distribution is
g(9)

» Sample 6() ~ g(6) and set weights w(?) =

» Pick a threshold ¢ >0
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Rejection Control

v

v

Problem - regular importance sampling setup gives low weights
Solution - remove samples with small weights

Setup: target distribution is f(#) and proposal distribution is
g(9)

Sample 6() ~ g(#) and set weights w() =
Pick a threshold ¢ > 0

Accept sample 8() w.p. min {1, #} and recalculate weights
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Rejection Control

vy

vvyyypy

Problem - regular importance sampling setup gives low weights
Solution - remove samples with small weights

Setup: target distribution is f(#) and proposal distribution is
g(9)

Sample 6() ~ g(#) and set weights w() =
Pick a threshold ¢ > 0

£(0
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Accept sample 8() w.p. min {1, #} and recalculate weights
Resulting distribution g*(0) is closer to £(#).
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Our goal is to sample from 7w, for n=1,..., N through
importance sampling

St_art with a good approximation v; and sample population
0&') ~ 1

. 0
Compute weights Wl(') = ﬂl(a(l,))
Vl(el )
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09 ~ K, (9&’1,-)




Sequential Importance Sampling Sequential Monte Carlo

Sampler

» Qur goal is to sample from 7, for n =1,... N through
importance sampling

> St;rt with a good approximation v; and sample population
0&') ~ 11

. (iy _ m(o)

> = L
Compute weights wy Vl(eg,))

» For n > 1 sample from v,(6) = [ vp_1( 2(0',60)d0" by

o) ~ K (9&’1, -)
» Recompute the weights and continue



Sequential Importance Sampling Sequential Monte Carlo
Sampler

» Qur goal is to sample from 7, for n =1,... N through
importance sampling

> St;rt with a good approximation v; and sample population
6&') ~ 11

. (i)
» Compute weights Wl(') = méz(l,-);
v1(0;

» For n > 1 sample from v,(6) = [ vp_1( 2(0',60)d0" by
o) ~ K, (9&’1,-)

» Recompute the weights and continue

v

Problem - sometimes the weights are intractable

» SMC sampler solves it by introducing a backwards in time
kernel L,
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ABC-PRC

» Combines partial rejection control with SMC
» Sets 7,(0) = 7, (0, ¥|Yobs)

PRCI Initialize ey, ..., e, and specify initial sampling distribution .
Set population indicator ¢ = 1.
PRC2 Set particle indicator i = 1.
PRC2.1 Ift = 1 sample 6 ~ p;(8) independently from p,.
If > 1 sample 6* from the previous population (652,}wil]\ weights (W,(f;), and
perturb the particle to 6** ~ K;(6 | 6%) according to a transition kernel K;.

Generate a data setx™ ~ f(x | 6.
If p(S(**), S(x0)) > € then go to PRC2.1.

PRC2.2 Set

m (667) /s (67) it r=1

() _ g P ) _
T e s x (0) /S Wt (02) K (60102,) it > 1

where 7(6) denotes the prior distribution for 6.
Ifi < N, increment i =i + 1 and go to PRC2.1.

PRC3 Normalize the weights so that %, w9 = 1.
1ESS = [ XX, (w,")?]”" < E then resample with replacement, the particles (6"} with weights (")} to obtain a new population
{6}, and set weights (W, = 1/N}.

PRC4 If¢ < T, increment = ¢ + 1 and go to PRC2.
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Toy example results

ABC-RE)
t £ ABC-PRC Pricr Posterior
1 2.000 4.907 - -
0.500 4.899 - -
3 0.025 b6.089 400.806 21.3238
Total 75.895 400806 21.338




Case study for Tuberculosis Transmission rates

t € ABC-PRC ABC-REJ
1 1.000 2.595
2 0.5013 8.284
3 0.2519 8.341
4 0.1272 7.432
5 0.0648 10.031
6 0.0337 17.056
7 0.0181 34.178
8 0.0102 72.704
9 0.0064 171.656
10 0.0025 1,089.006 7,206.333

Total 1,421.283 7,206.333




