
Introduction to Kernels



Overview

1. Motivation

2. Definitions

3. Key Mathematical Properties

4. Kernel Construction

5. Reproducing Kernel Hilbert Space

6. Kernel Trick

7. RKHS in Action

8. Roughness Property

9. Reproducing Property

10. Takeaway



Motivation

• Unable to find a linear separation 
for XOR data 

• Use map projection: 
𝜙 𝑥 = [𝑥1 𝑥2 𝑥1𝑥2]

𝑇



Definitions

• Inner product: given a vector space ℋ defined over ℝ, we define an inner 
product to be a function ⋅,⋅ ℋ ∶ ℋ ×ℋ → ℝ if the following conditions hold:
1. 𝛼1𝑓1 + 𝛼2𝑓2, 𝑔 ℋ = 𝛼1 𝑓1, 𝑔 ℋ + 𝛼2 𝑓2, 𝑔 ℋ

2. 𝑓, 𝑔 ℋ = 𝑔, 𝑓 ℋ

3. 𝑓, 𝑓 ℋ ≥ 0 and 𝑓, 𝑓 ℋ = 0 iff 𝑓 = 0

• Inner product space: a vector space that is equipped with an inner product.

• Hilbert space: a complete inner product space. Complete means every Cauchy 
sequence converges to a limit that is also contained in the space. 

• Kernel: given a non-empty set 𝒳, we define a kernel as a function 𝑘 ∶ 𝒳 ×𝒳 →
ℝ if there exists a Hilbert space ℋ and a map 𝜙:𝒳 → ℋ such that ∀𝑥, 𝑥′ ∈ 𝒳,

𝑘 𝑥, 𝑥′ ≔ 𝜙 𝑥 ,𝜙 𝑥′ ℋ



Definitions (Cont.)

• Positive Definite: if ∀𝑛 ≥ 1, ∀ 𝑎1, … , 𝑎𝑛 ∈ ℝ𝑛, ∀ 𝑥1, … , 𝑥𝑛 ∈ 𝒳𝑛, 
then the symmetric function 𝑘 ∶ 𝒳 × 𝒳 → ℝ is positive definite if it 
satisfied the following:

෍

𝑖=1

𝑛

෍

𝑗=1

𝑛

𝑎𝑖𝑎𝑗𝑘 𝑥𝑖 , 𝑥𝑗 ≥ 0

➢ Note that we can easily show that an inner product is positive definite.



Key Mathematical Properties

• If ℋ is a Hilbert space, 𝒳 is a non-empty set, and 𝜙 ∶ 𝒳 → ℋ, then 
𝑘 𝑥, 𝑦 is a p.d. function:

෍

𝑖=1

𝑛

෍

𝑗=1

𝑛

𝑎𝑖𝑎𝑗𝑘 𝑥𝑖 , 𝑥𝑗 =෍

𝑖=1

𝑛

෍

𝑗=1

𝑛

𝑎𝑖𝜙 𝑥𝑖 , 𝑎𝑗𝜙 𝑥𝑗
′

ℋ
= ෍

𝑖=1

𝑛

𝑎𝑖𝜙 𝑥𝑖 ,෍

𝑗=1

𝑛

𝑎𝑗𝜙 𝑥𝑗
′ = ෍

𝑖=1

𝑛

𝑎𝑖𝜙 𝑥𝑖

ℋ

2

≥ 0

• If 𝑘 𝑥, 𝑦 is a p.d. kernel, then there exists a feature space 𝜙 ∶ 𝒳 →
ℋ s.t. the kernel is a dot product between features (Moore–
Aronszajn). 



Key Mathematical Properties (Cont.)

• Dealing with infinite dimensions
• The ℓ2 space is the space of all sequences that are square summable. Given 
𝑎 ≔ 𝑎𝑖 𝑖≥1 in ℓ2:

𝑎 ℓ2
2 =෍

𝑖=1

∞

𝑎𝑖
2 < ∞

• Given 𝜙𝑖 𝑥 𝑖≥1
in ℓ2 where 𝜙𝑖 ∶ 𝒳 → ℝ is the ith coordinate of 𝜙 𝑥 , then 

we can use Cauchy-Schwarz to show:

𝑘 𝑥, 𝑥′ = ෍

𝑖=1

∞

𝜙𝑖 𝑥 𝜙𝑖 𝑥′ ≤ 𝜙 𝑥 ℓ2 𝜙 𝑥′ ℓ2 < ∞



Kernel Construction

• Examples of kernels:
• Linear: 𝑘 𝑥, 𝑧 = 𝑥𝑇𝑧

• RBF: 𝑘 𝑥, 𝑧 = 𝑒−
𝑥−𝑧 2

𝜎

• Polynomial: 𝑘 𝑥, 𝑧 = 1 + 𝑥𝑇𝑧
𝑑

• Kernel composition1

• 𝑘 𝑥, 𝑧 = 𝑥𝑇𝑧

• 𝑘 𝑥, 𝑧 = 𝑐𝑘1 𝑥, 𝑧

• 𝑘 𝑥, 𝑧 = 𝑘1 𝑥, 𝑧 + 𝑘2 𝑥, 𝑧

• 𝑘 𝑥, 𝑧 = 𝑔 𝑘1 𝑥, 𝑧

• 𝑘 𝑥, 𝑧 = 𝑘1 𝑥, 𝑧 𝑘2 𝑥, 𝑧

• 𝑘 𝑥, 𝑧 = 𝑓 𝑥 𝑘1 𝑥, 𝑧 𝑓 𝑧

• 𝑘 𝑥, 𝑧 = 𝑒𝑘1 𝑥,𝑧

• 𝑘 𝑥, 𝑧 = 𝑥𝑇𝐴𝑧

1 Given 𝑘1 and 𝑘2 are well-defined kernels, 𝑐 ≥ 0, g is a polynomial function with positive coefficients, A is p.s.d., 𝑓 is any function. 



Reproducing Kernel Hilbert Space

• We want to demonstrate that we can use kernels to define functions on 𝒳. 
The space of these function is known as the RKHS.

• Given f ∶ ℝ2 → ℝ as in 𝑓 𝑥 = 𝑓1𝑥1 + 𝑓2𝑥2 + 𝑓3𝑥1𝑥2, we can represent f in 
terms of its coefficients, 𝑓 ⋅ = 𝑓1 𝑓2 𝑓3

𝑇, and we can evaluate it at a 
particular point 𝑓 𝑥 = 𝑓 ⋅ 𝑇𝜙 𝑥 = 𝑓 ⋅ , 𝜙 𝑥 ℋ

• Provides a duality for 𝜙 𝑥 where 𝜙 𝑥 represents both a mapping from 
ℝ2 → ℝ3and ℝ2 → ℝ. Can write 𝜙 𝑥 =k ⋅, 𝑥 and 𝜙 𝑦 =k ⋅, 𝑦 .

𝑓 ⋅ = k ⋅, 𝑥 = 𝑥1 𝑥2 𝑥1𝑥2
𝑇 = 𝜙 𝑥

𝑓 ⋅ , 𝜙 𝑦 ℋ = k ⋅, 𝑥 , 𝜙 𝑦 ℋ = k 𝑥, 𝑦



Reproducing Kernel Hilbert Space (Cont.)

• The feature map of every point is in the feature space:
∀𝑥 ∈ 𝒳, k ⋅, 𝑥 ∈ ℋ

• The reproducing property:
∀𝑥 ∈ 𝒳, ∀f ∈ ℋ, 𝑓 ⋅ , k ⋅, 𝑥 ℋ = 𝑓 𝑥

k 𝑥, 𝑦 = k ⋅, 𝑥 , k ⋅, 𝑦 ℋ



Kernel Trick

𝑓 𝑥 =෍

𝑖=1

∞

𝑓𝑖𝜙𝑖 𝑥

=෍

𝑖=1

∞

෍

𝑗=1

𝑚

𝛼𝑗𝜙𝑗 𝑥𝑗 𝜙𝑖 𝑥

= ෍

𝑗=1

𝑚

𝛼𝑗𝜙 𝑥𝑗 , 𝜙 𝑥

ℋ

=෍

𝑗=1

𝑚

𝛼𝑗𝑘 𝑥𝑗 , 𝑥



RKHS in Action

• Fourier series representation

𝑓 𝑥 = ෍

ℓ=−∞

∞

መ𝑓ℓ𝑒
𝑖ℓ𝑥 = ෍

ℓ=−∞

∞

መ𝑓ℓ cos ℓ𝑥 + 𝑖sin ℓ𝑥

• Top hat function

𝑓 𝑥 =෍

ℓ=0

∞

2 መ𝑓ℓ cos ℓ𝑥 , መ𝑓ℓ =
sin ℓ𝑇

ℓ𝜋

• Jacobi theta kernel

𝑘 𝑥 − 𝑦 =
1

2𝜋
𝜗

𝑥 − 𝑦

2𝜋
,
𝑖𝜎2

2𝜋
, ෠𝑘ℓ =

1

2𝜋
𝑒

−𝜎2ℓ2

2



RKHS in Action (Cont.)



Roughness Penalty

• Dot product in 𝐿2

𝑓, 𝑔 𝐿2 = ෍

ℓ=−∞

∞

መ𝑓ℓ𝑒
𝑖ℓ𝑥 , ෍

𝑚=−∞

∞

ො𝑔𝑚𝑒
𝑖𝑚𝑥

𝐿2

= ෍

ℓ=−∞

∞

෍

𝑚=−∞

∞

መ𝑓ℓ ҧො𝑔𝑚 𝑒𝑖ℓ𝑥, 𝑒−𝑖𝑚𝑥
𝐿2

= ෍

ℓ=−∞

∞

መ𝑓ℓ ҧො𝑔ℓ

• Roughness penalty for dot product in ℋ

𝑓, 𝑔 ℋ = ෍

ℓ=−∞

∞
መ𝑓ℓ ҧො𝑔ℓ
෠𝑘ℓ

, 𝑓 ℋ
2 = 𝑓, 𝑓 ℋ = ෍

ℓ=−∞

∞
መ𝑓ℓ

2

෠𝑘ℓ



Reproducing Property

• Given the following kernel representation:

𝑔 𝑥 ≔ 𝑘 𝑥 − 𝑧 = ෍

ℓ=−∞

∞

𝑒𝑖ℓ𝑥 ෠𝑘ℓ𝑒
−𝑖ℓ𝑧 = ෍

ℓ=−∞

∞

ො𝑔ℓ𝑒
𝑖ℓ𝑥

• Given a function 𝑓 ⋅ ∈ ℋ:
𝑓 ⋅ , 𝑔 ℋ = 𝑓 ⋅ , 𝑘 ⋅, 𝑧 ℋ

= ෍

ℓ=−∞

∞
መ𝑓ℓ ҧො𝑔ℓ
෠𝑘ℓ

= ෍

ℓ=−∞

∞
መ𝑓ℓ ෠𝑘ℓ𝑒

−𝑖ℓ𝑧

෠𝑘ℓ

= ෍

ℓ=−∞

∞

መ𝑓ℓ𝑒
𝑖ℓ𝑧 = 𝑓 𝑧



Takeaway

• Small RKHS norm → smooth functions


